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Abstract—In this paper, we present a procedure for synthesizing
broad-band microwave absorbers incorporating frequency-selec-
tive surface (FSS) screens embedded in dielectric media using a bi-
nary coded genetic algorithm (GA) [1], [2]. The GA simultaneously
and optimally chooses the material in each layer, thickness of each
layer, FSS screen periodicity in the - and -directions, its place-
ment within the dielectric composite, and the FSS screen material.
Additionally, the GA generates the cell structure of the FSS screen.
The result is a multilayer composite that provides maximum ab-
sorption of both TE and TM waves for a prescribed range of fre-
quencies and incident angles. This technique automatically places
an upper bound on the total thickness of the composite.

Index Terms—Frequency-selective surfaces, genetic algorithm,
microgenetic algorithm, microwave absorbers, multilayer di-
electrics.

I. INTRODUCTION

GENETIC algorithms (GAs) fall under a special category
of optimization schemes that are robust stochastic search

methods modeled on the principles of natural selection. The
powerful heuristic of the GA as an optimizer is useful for solving
complex combinatorial problems. It is particularly effective in
searching for global maxima in a multidimensional and multi-
modal function domain. The GA excels when the problem can
be cast in a combinatorial form. It simultaneously processes
a population of points in the optimization space, and use sto-
chastic operators to transition from one generation of points
to the next, resulting in a decreased probability of them being
trapped in local extremes.

In this paper, the GA is employed to solve a computation-
ally intensive design problem. In the past, GAs have met with
minimal success in solving these problems within a practical
time frame. A design problem is typically categorized as com-
putationally intensive when a single function evaluation takes
a significant amount of computation time. The problem dealt
with in this paper partly involves the analysis of scattering from
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FSS screens, which is achieved using the method of moments
(MoM). The main contributors to the large computation time for
a single function evaluation are the fill time and inversion of the
matrix inherent to the MoM, which are dependent on the com-
plexity of the FSS screen design. The number of function eval-
uations in a single generation depends on the population base
used for the optimization. For conventional GAs, sizing the pop-
ulation is problem specific and a strong function of the length
and cardinality of the chromosome [3], [6]. For most optimiza-
tion problems, the length of the chromosome is a function of the
number of parameters to be optimized, the individual parameter
range, and the step size to be implemented. Hence, for a mul-
tidimensional search space, a large population base and several
generations is required to achieve optimal or near-optimal re-
sults if the conventional GA is used, and this places a consider-
able burden on computational time and resources. One possible
approach to solving this type of problem would be to employ a
parallel implementation of the GA. However, in this paper, we
avoid the complexity of parallel-GA implementation and solve
the problem efficiently by using a serially implemented version
referred to as the microgenetic algorithm (MGA).

It is well known that conventional serial GAs perform poorly
with small population sizes due to insufficient information pro-
cessing and they converge prematurely to nonoptimal results.
To circumvent this difficulty, a serially implemented GA with a
small population base and efficient convergence properties is re-
quired. Goldberg [4] has suggested that the key to success with
small population sizes is to use the MGA. We follow this sug-
gestion and employ the above algorithm to optimize the problem
at hand.

The MGA has the following two major advantages: 1) small
population base for each generation and 2) it reaches near-op-
timal regions quicker than the conventional GAs that deal with
a large population base. The general choice of population size
for conventional GAs can range from 100 to 10000, while the
MGAs typically work with a population size from 20 to 50. Nu-
merical experiments show that using the MGA can decrease the
computational run time by 50%, even for “best-case” problems
for the conventional GAs.

The outline for the remainder of this paper is as follows. Sec-
tion II describes the basic MGA algorithm and the process of
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Fig. 1. FSS screen embedded in multilayered dielectric composite.

coding the parameters. Section III presents the MoM analysis
in the spectral domain, employed to compute the currents on
the FSS screen. Numerical results are discussed in Section IV.
Finally, some conclusions that are based on the results of the
numerical experiments are drawn in Section V.

II. GA FORMULATION

Fig. 1 shows a multilayered composite structure whose pa-
rameters we wish to optimize with a view to realizing a spec-
ified frequency response. Assume that we are given a set of
different materials with frequency-dependent permittivities

. The design goal is to determine a coating
consisting of different layers, an FSS cell design generated
by the GA, the FSS cell periodicity, its position within the di-
electric composite, and the FSS screen material, such that the
coating exhibits a low reflection coefficient for a prescribed set
of frequencies and incident angles

for both the TE and TM polarizations. In the context
of the present problem, the magnitude of the largest reflection
coefficient is minimized for a set of angles, for both TE and TM
polarizations, and for a selected band of frequencies. Hence, the
fitness function can be written as

(1)

where and are the material parameter and thickness of the
th layer, respectively, is the unit cell of the periodic FSS

screen generated by the GA,and are the - and -period-
icities of the FSS screen, is the position of the FSS screen
within the dielectric composite, and is the re-
flection coefficient, which is a function of polarization, incident
angle, and frequency.

The GA operates on a coding of the parameters. The coded
representation of the coating consists of sequence of bits that
contain information regarding each parameter. Each parameter
is represented by a string of bits, and the length of each string
is determined by the allowed range of real values and the dis-
cretization step to be implemented. The entire composite that
follows can be represented by the sequence, and is referred
to as a chromosome:

(2)

Fig. 2. FSS cell structure.

where, e.g., given a database containing different
materials, the material choice for theth layer is represented by
a sequence of bits as

(3)

Similarly, in (2), is a sequence of bits, representing
the thickness of theth layer, and and are strings of length

and , representing the- and -periodicities of the
FSS screen. The stringconsists of 2 bits representing the posi-
tion of the FSS screen in the composite, and are strings
of unit length that represent the choice of selecting a lossy or
lossless dielectric for theth layer and lossy or PEC material for
the FSS screen, respectively, and and are strings of
length and that represent the real and imaginary
parts of the FSS surface impedance. The formation of sequence

is explained below in more detail.
The GA designs the FSS cell structure automatically. The part

of the code that analyzes the FSS screen embedded in dielec-
tric media accepts a 16 16 discretization (32 32 and 64
64 discretizations can also be handled) of the periodic structure
unit cell in the form of 1’s (ones) and 0’s (zeros); the 1’s corre-
sponding to the perfect electric conductor (PEC) or lossy metal
and the 0’s corresponding to free space. The GA randomly gen-
erates this 16 16 gridded structure filled with 1’s and 0’s, as
explained below. Fig. 2 shows a 1616 matrix filled with 1’s
and 0’s.

The GA considers each row in the FSS cell as a parameter. For
each row, the GA generates a random number from 0 to ,
where is the number of columns in the FSS cell matrix.
These random numbers are then converted to binary format for
each row. These binary numbers are combined into an array,
which is ready to be analyzed by the FSS code. Symmetry is in-
troduced into the FSS structure by making rows 5–8 the mirror
image of rows 1–4 and rows 9–16 the mirror image of rows 1–8.
This reduces the effective number of GA parameters needed to
design the FSS cell from 16 to 4, resulting in efficient optimiza-
tion. Thus, the FSS cell can be designed by discretizing each
row into a sequence of bits as

(4)

where is the number of rows considered by the GA as pa-
rameters and is the total number of rows in the FSS cell
structure. Each sequence in (2) consists of

bits.
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The GA, which optimally chooses each parameter, is an iter-
ative optimization procedure, which starts with a randomly se-
lected population of potential solutions, and gradually evolves
toward improved solutions via the application of the genetic op-
erators. These genetic operators mimic the processes of procre-
ation in nature. The GA begins with a large population, com-
prising an aggregate of sequences, with each sequence [similar
to the one represented in (2)], consisting of a randomly selected
string of bits. It then proceeds to iteratively generate a new pop-
ulation , derived from , by the application of selection,
crossover, and mutation operators.

For this particular problem, a variant of the conventional GA,
i.e., the MGA, was used. It has been shown that MGAs avoid
premature convergence and show faster convergence to the near-
optimal region compared to the conventional GA for multidi-
mensional multimodal problems [4], [5]. The MGA starts with
a random and small population. The population evolves in con-
ventional GA fashion and converges in a few generations (typ-
ically, 4–5). At this point, keeping the best individual from the
previously converged generations, a new random population is
chosen and the evolution process restarts. In our case, popula-
tion convergence occurs when the difference in bits between the
best and other individuals is less than 5%.

Among the many types of selection strategies that can be
used to suit a particular application, the one used for the present
problem was the tournament selection. In this method, a sub-
population of individuals is randomly chosen from the pop-
ulation. The individuals of this sub-population compete on the
basis of their fitness. The individual in the sub-population with
the highest fitness value wins the tournament, thus becoming
the selected individual. Members of the entire sub-population
are then put back into the general population and the process
is repeated. This selection was preferred because it converges
more rapidly and it has a faster execution time than many other
competing schemes [7].

Once a pair of individuals is selected as parents, the basic
crossover operator creates an offspring by recombining the
chromosomes of its parents. The mutation operator was not
utilized in our problem, i.e., . Uniform crossover was
preferred to single point crossover, as it has been found that
MGA convergence is faster with the uniform crossover [5], [6].
The value of was used. Elitism [8] was also used.

III. FREQUENCY-SELECTIVE-SURFACE SCATTERING

FORMULATION

In this section, we consider the formulation of scattering from
a frequency-selective surface (FSS) in the spectral domain. As
the objective of this paper is to show a successful GA implemen-
tation using the FSS, only the basic formulation will be given
here. For further details, the reader is referred to [9]–[12]. A
general full-wave analysis for a plane wave incident at any arbi-
trary angle is formulated. The spectral-domain workspace con-
verts the convolution form of the integral equation into an alge-
braic one, resulting in a highly simplified approach. The integral
equation is solved using Galerkin’s method applied directly in
the spectral domain.

(a)

(b)

Fig. 3. (a) Periodic FSS screen. (b) Uniform plane wave propagating in thek

direction incident on a freestanding FSS screen.

We initially consider the geometry of a freestanding FSS,
shown in Fig. 3(a). Let be the current induced on the FSS
surface due to a given incident field, as shown in Fig. 3(b), and
let be the magnetic vector potential due to this current. At
the plane with the time convention suppressed,
can be written as

(5)

where

free-space wavenumber;
identity tensor;
convolution operator.

From , the scattered electric field can be derived as

(6)

expressing (6) in the spectral domain by taking the Fourier trans-
form, we get

(7)
Repeating the procedure above for (5), we get

(8)
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where

and and are the transform variables corresponding to the
and coordinates, respectively. Substituting (8) into (7), we

express the transform of the scattered electric fields in terms of
the unknown current density in the spectral domain as

(9)

Since the structure is periodic, the current density compo-
nents and have discrete spectrums in the spec-
tral domain, i.e., and are nonzero for discrete
values of and , viz., and , which correspond to the
Floquet harmonics. and can be expressed as

Taking the inverse transform of (9) and applying the boundary
condition on the conducting surfaces of the FSS, we
get

(10)

Equation (10) can now be solved using Galerkin’s procedure
for the unknown currents that are expressed in terms of sub-
domain basis functions (rooftops) as

(11)

where are the unknown coefficients to be determined. Sub-
stituting (11) into (10) and using as testing functions, (10) is
transformed into a matrix equation [12] that is solved to obtain
the values of . The values of the induced currents are obtained
from (11) once are known.

For a finite surface conductivity, the total electric field no
longer vanishes on the surface of the screen, and it becomes
necessary to modify (10) to satisfy the impedance type boundary
condition, which is expressed as follows:

(12)

Fig. 4. FSS screen embedded in dielectric layers.

Fig. 5. Basis function assignment for part of a FSS cell.

where is the sheet impedance of an infinitesimally thin FSS
screen. Using (12), (10) is modified as

(13)

The extension of the formulation given above to the case of
an FSS structure with a dielectric superstrate and a substrate,
as shown in Fig. 4, can be done by simply replacing the spec-
tral dyadic Green’s function in (10) and (13) with a composite
Green’s function, which accounts for the presence of both the
superstrate and substrate. Since such a composite Green’s func-
tion for layered dielectric media can be easily found in the liter-
ature [9], [12], [13], the details shall not be provided here. Re-
placing the spectral dyadic Green’s function with the composite
Green’s function in (10) and (13), we get

(14)

(15)

where composite spectral dyadic Green’s func-
tion for layered dielectric media.
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TABLE I
MEASUREDVALUES OF REAL " AS A FUNCTION OF FREQUENCY

TABLE II
MEASUREDVALUES OF IMAGINARY " AS A FUNCTION OF FREQUENCY

Each of the 256 locations on the grid generated by the GA is
checked by the FSS code. If a particular location and a location
to its left- or right-hand sides have 1’s, then a rooftop basis func-
tion, representing the-directed current, is assigned across the
two locations such that it is centered between them. This is also
done between unit cells, i.e., if on any row, columns 1 and 16
are both “1,” then a -directed rooftop basis will be centered on
the unit cell boundary, covering column 16 of one unit cell and
column 1 of the next unit cell. The above procedure is repeated
for the -directed rooftop basis functions. Fig. 2 shows an FSS
cell structure generated using 1’s and 0’s and Fig. 5 shows how
the - and -directed rooftop basis functions are assigned.

IV. NUMERICAL RESULTS

The algorithm described in Section II was successfully ap-
plied to the synthesis of broad-band microwave absorbers in
the frequency range from 19.0 to 36.0 GHz. The number of di-
electric layers was fixed at four and was surrounded by air on
one side and terminated on the other side by a PEC backing.
Though only dielectric layers with electric loss were considered,
the method can be further extended to handle both electric and
magnetic losses. The measured values ofand of ten dif-
ferent lossy materials were considered and a database of these
values as a function of frequency were created and are shown
in Tables I and II, respectively. Linear interpolation was used
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Fig. 6. Normal incidence, TE polarization.

to generate the values of and as a function of frequency
for intermediate material types; to obtain the values of the real
and imaginary parts of permittivity for even-numbered mate-
rial types at a particular frequency, the odd-numbered material
types were averaged. For example, values for material “Type 2”
at 19.0 GHz was obtained by averaging the material values for
“Type 1” and “Type 3” at 19.0 GHz. Thus, we effectively used
19 types of materials. For lossless layers, small values of losses
were added, as it is practically not feasible to make a perfectly
lossless dielectric. The first layer loss was usually 0.01 if it was
selected lossless and for all other layers, the loss value was kept
at 0.1 if lossless. Seven cases were attempted as follows.

Case 1) Normal incidence , TE polariza-
tion.

Case 2) Oblique incidence , TE polar-
ization.

Case 3) varying from 0 to 45 , TE polarization.
Case 4) Normal incidence , TM polar-

ization.
Case 5) Oblique incidence , TM polar-

ization.
Case 6) varying from 0 to 45 , TM polarization.
Case 7) varying from 0 to 45 , TE and TM polarization.
The population size and number of generations were fixed at

50 and 405, respectively. The periodicity of the FSS screen in the
- and -directions were made equal. The loss in the FSS screen

material was restricted to real values by forcing the imaginary
part to be zero and the GA optimized at a frequency resolution
of 1.0 GHz. To get the values of reflection coefficients at in-
termediate frequency points, a spline interpolation in frequency
was done using MATLAB. The optimized parameters from the
GA output were used in a separate code, which handled FSS
screens embedded in lossy dielectric media. To verify the in-
termediate values of reflection coefficients, the FSS code was
run at the same frequency resolution as the spline interpolation.
If the reflection coefficient values at the intermediate frequen-
cies generated by these two methods differed, the GA was rerun
at a finer frequency resolution, using the population of the last
generation, to obtain the correct values. The reflection coeffi-
cient in decibels is plotted versus frequency in Figs. 6–14 (all
dimensions are in millimeters). In the FSS cell structure, white
represents metal and black free space and symmetry along the
-axis is clearly observed in the FSS cell structures for all the

seven cases. Table III lists the parameters selected by the GA

Fig. 7. Oblique incidence(� = 45:0; � = 0:0), TE polarization.

Fig. 8. Oblique incidence (� = 0:0 to 45.0,� = 0:0), TE polarization.

for each case. For all seven cases, the azimuthal angle was fixed
at 0 ( , - -plane).

It is observed in Figs. 6, 7, 10, and 11 that the frequency re-
sponse obtained by using the GA resembles, as expected, the
familiar filter response obtained by Chebyshev equal-ripple op-
timization procedures. For all the four cases, the worst-case re-
flection coefficient is maintained below18.0 dB. In Figs. 8
and 12, the worst- and best-case reflection coefficients can be
explained as follows. For a single frequency, over the elevation
angles of interest ( to 45.0), the maximum and min-
imum values of reflection coefficients correspond to the worst-
and the best-cases of reflection-coefficient values in decibels.
The additional burden of optimizing over a range of elevation
angles results in the degradation of the worst-case reflection-co-
efficient value. Figs. 9(a)–(d) and 13(a)–(d) show the variation
of the reflection coefficient as a function of the elevation angle
with frequency as a parameter for the TE and TM polarization,
respectively. Fig. 14 shows the worst- and best-case reflection
coefficients obtained by the GA optimizing for TE and TM po-
larizations simultaneously over the elevation angles of interest
( to 45.0). The worst-case reflection coefficient in this
case was maintained below15.0 dB. Figs. 15 and 16(a)–(c),
illustrate certain details of the GA optimization procedure for
case 7 as a representative example. Fig. 15 shows the variation
in fitness value as given by (1) versus the number of generations.
The following two important observations can be made from
this curve: 1) the MGA restarts the population (as explained in
Section II) at the 50th generation, as seen from the sudden dip
in the curve for average fitness value and 2) the best value of
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(a) (b)

(c) (d)

Fig. 9. Reflection coefficient as a function of elevation angle for TE polarization. (a) 19.0–23.0 GHz. (b) 24.0–28.0 GHz. (c) 29.0–33.0 GHz. (d) 34.0–36.0 GHz.

Fig. 10. Normal incidence, TM polarization.

Fig. 11. Oblique incidence(� = 45:0; � = 0:0), TM polarization.

Fig. 12. Oblique incidence (� = 0:0 to 45.0,� = 0:0), TM polarization.

fitness (which is not necessarily the global maximum, but satis-
fies our design requirements) is reached by the 75th generation.
Fig. 16 shows the population distribution at the 1st, 40th, and
75th generations, respectively.

Table IV shows the search space of the GA parameters for
this problem. The number of these parameters is 18 if the MGA
selects a PEC FSS screen and lossy dielectric layers, and the
corresponding chromosome consists of 168 bits. However, if
the MGA selects a lossy FSS screen and lossless dielectric
layers, the number of parameters increases to 19 and the
chromosome length is 194 bits. These two cases constitute the
best- and worst-case scenarios in terms of population sizes for
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(a) (b)

(c) (d)

Fig. 13. Reflection coefficient as a function of elevation angle for TM polarization (a) 19.0–23.0 GHz. (b) 24.0–28.0 GHz. (c) 29.0–33.0 GHz. (d) 34.0–36.0 GHz.

Fig. 14. Oblique incidence (� = 0:0 to 45.0,� = 0:0), TE and TM
polarization.

the problem at hand. An estimate of the population size for a
conventional GA can be derived from [3], [6]

(16)

where is the length of the chromosome string,is the size
of the schema of interest, andis the number of possibilities
for each bit or cardinality, which is two for binary coding. For
the purpose of estimating an appropriate population size, it is
assumed that each parameter string represents one important
schema; therefore, the schema length is assumed to be equal
to the average parameter length for estimation purposes. From
Table IV, we see that, for the best case, we have ,

Fig. 15. Fitness value versus the number of generations for case 7.

, and the average length of the schema of interest was
(this is the average

length of the number of chromosomes that make up one param-
eter), while for the worst case, the corresponding parameters
were , , and the average length of the schema of
interest was .
Applying (15), the population sizes for the best and worst cases
can be estimated to be 9560 and 19866, respectively. Comparing
the required population sizes for the MGA and the conventional
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TABLE III
PARAMETERS SELECTED BY THE GA FOR THESEVEN CASES

TABLE IV
GA PARAMETER SEARCH SPACE

Fig. 16. Population distribution of the GA in the 1st, 40th, and 75th
generations.

GA, we see that the employment of the former in optimizing the
design problem in this paper is justified. It is clearly evident that
the savings in computational time and resources over the con-
ventional GA are substantial when the MGA is used.

V. CONCLUSIONS

A novel approach, which is based on a binary-coded GA, has
been developed to optimize a broad-band microwave absorber,
which employs FSS screens embedded in dielectric media.
Given the total number of dielectric layers, the total thickness
of the composite, and the range of permittivity values for each
layer, the GA iteratively constructs a composite whose fre-
quency response closely matches the desired response. The GA
also optimizes the FSS cell design, its- and -periodicities,
its position within the dielectric composite, and the loss value
of the FSS screen, as appropriate. The major advantage of the
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present approach is that it is simple and that it demands far less
computational time and resource than does the conventional
GA to solve the same problem. We have shown that the
MGA technique can successfully handle multidimensional and
multimodal optimization problems by using small population
sizes, which gives it an edge over conventional GAs. All of the
designs presented in this paper were run on a DEC-ALPHA
500 workstation, which employed a machine optimized math
library specially designed for the LAPACK subroutines used to
invert the FSS–MoM matrix. Cases 1, 2, 4, and 5 took about
8 h to complete. The increase in computation time for cases 3
and 6, which took about 15 h to complete, can be attributed
to the additional optimization with respect to the elevation
angles. Case 7 had the greatest run time (about 24 h), and this
is because it required simultaneous optimization with respect
to polarization and elevation angles.
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